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AI Art at Christie’s Sells for 
$432K, Oct. 2018
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OpenAI DALL-E 2 : The World’s 
Smartest Artificial 
Intelligence Just Made Its 
First Magazine Cover, June 
2022
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MidJourney AI-generated 
artwork wins 1st prize at 
Colorado State Fair, Sep 2022
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Introduction
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Brief History of Generative AI
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Fundamental Concepts and 
Techniques in Generative AI

Introduction
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Autoencoders and Variants(VAEs)

Autoencoder Variational Autoencoder
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Normalization Flows

RealNVP
GLOW

i-RevNet(Invertible ResNet)
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Generative Adversarial Networks (GANs) and Variants

StyleGAN

Pix2Pix
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Diffusion Models

DiffWaveDiffusion Process
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Seqence-to-Seqence models

LSTM
NMT(Neural Machine Translation)
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Transformers and Large Language Models

BERT
Transformer

MHSA

(Multi Head Self Attention)
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OpenAI GPT and It’s Variant

RLHF(InstructGPT)
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3D and Neural Rendering

InstantNGPNERF
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Applications of 
Generative AI
(Data types)

Introduction
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Image Generation
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Text Synthesis

ChatGPT BARD



19

Speech Synthesis

HifiGAN
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Video Synthesis
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3D Mesh Generation
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Avatars and Character Animation
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Applications of 
Generative AI
(Industrial Domain)

Introduction
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Scientific Data Generation

CFD Flow with ModulusGravitional Wave
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Generative AI in Healthcare
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Generative AI in Protein Structure
BioNeMo
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Generative AI in Smart Drug Discovery
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Generative AI for AD 
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Generative AI for NWP
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ASR - Openai Whisper model

• Whisper is an automatic speech recognition (ASR) system trained on 680,000 hours of multilingual and 
multitask supervised data collected from the web. We show that the use of such a large and diverse dataset 
leads to improved robustness to accents, background noise and technical language. Moreover, it enables 
transcription in multiple languages, as well as translation from those languages into English. We are open-
sourcing models and inference code to serve as a foundation for building useful applications and for further 
research on robust speech processing.

• Other existing approaches frequently use smaller, more closely paired audio-text training datasets,1 2,3 or use 
broad but unsupervised audio pretraining.4,5,6 Because Whisper was trained on a large and diverse dataset and 
was not fine-tuned to any specific one, it does not beat models that specialize in LibriSpeech performance, a 
famously competitive benchmark in speech recognition. However, when we measure Whisper’s zero-shot 
performance across many diverse datasets we find it is much more robust and makes 50% fewer errors than 
those models.

https://openai.com/research/whisper#fn-1
https://openai.com/research/whisper#fn-2
https://openai.com/research/whisper#fn-3
https://openai.com/research/whisper#fn-4
https://openai.com/research/whisper#fn-5
https://openai.com/research/whisper#fn-6
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ASR test 
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ASR for GW domain
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[

{ "idx": 1, 

"text": "LIGO's data on graviton-mass bounds from GW150914 event necessitate quantum loop gravity theories.",

 "NER": ["LIGO", "GW150914"], 

"vocab": ["graviton-mass bounds", "quantum loop gravity"]    },

{ "idx": 2, 

"text": "Prof. Cutler's work on Kerr-Newman black holes elucidates the gyroscopic precession in strong fields.",

 "NER": ["Prof. Cutler", "Kerr-Newman black holes"], 

"vocab": ["gyroscopic precession", "strong fields"]    },

{ "idx": 3, 

"text": "The detection of B-mode polarization in CMB by BICEP2 poses questions on primordial gravitation waves.",

 "NER": ["B-mode polarization", "CMB", "BICEP2"], 

"vocab": ["primordial gravitation waves"]    },

{ "idx": 4, 

"text": "VIRGO's analysis of gravitational wave chirality offers insights into parity violation in general relativity.",

 "NER": ["VIRGO"], 

"vocab": ["gravitational wave chirality", "parity violation", "general relativity"]    },

{ "idx": 5, 

"text": "The LISA Pathfinder's success in measuring low-frequency gravitational waves revolutionizes space-based observatories.",

 "NER": ["LISA Pathfinder"], 

"vocab": ["low-frequency gravitational waves", "space-based observatories"]    },
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TTS
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ASR
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Research Idea

Emotion, fluent, personality0.1%  WER(Word Error Rate)
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